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Abstract: 

Scammers and frauds have always been challenging and at the same time the most undetected threat to the insurer 

world. We will present the experimental work we have done on our novel pattern discovery framework for fraud 

detection, which is based on our examination of a historical claims data repository in ClaimCenter, together with real-

time data mining techniques to detect emergent fraudulent trends. AI also improves existing rule-based engines by 

allowing them to incorporate anomaly detection into their existing systems, and to actively respond in order to prevent 

future fraud attacks. Using graph databases such as Neo4j, you can perform an in -depth analysis of relationships 

between claims, policyholders, and external actors, uncovering hidden links that could indicate potential fraud. The 

paper also explores behavioral biometrics and pattern analysis to provide an addition-evolving user behavior profiling 

as unique, creating an additional security layer that provides a better tool in the toolbox for prevention of fraud. They 

also explore real-time streaming analytics platforms such as Apache Flink and Apache Spark for continuous 

monitoring, real-time detection of fraudulent activities, reduced latency, and improved response times. Through this 

paper, we introduce a holistic framework that embraces these technological developments, demonstrating how they 

can effectively enhance fraud detection, expedite claim managing, and reduce financial risks. Ultimately, these 

solutions will democratize a proactive, data-centered approach to addressing fraud, allowing insurers to remain one-

third of the way ahead of fraudsters in a particularly complex and fast -moving data world. 
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. INTRODUCTION: 

Fraud detection and prevention is a critical component 

of modern-day financial systems, particularly in the 

insurance sector, where fraudulent claims can result in 

high risks. Fraud is estimated to account for around 5% 

of annual revenues at organizations, of which a large 

portion comes from the insurance industry, according 

to the Association of Certified Fraud Examiners 

(ACFE) [1]. It causes insurers financial losses due to 

payment of claims, higher operating costs arising 

from claim investigation, and reputation damage. 

Fraud schemes are becoming increasingly 

sophisticated, and the amount of the available data has 

exploded, requiring more advanced ways to detect 

and prevent fraud. While rule-based systems have 

served an important purpose for many years, they are 

proving more capable of catching disguises because 

fraud evolves rapidly. As a result, more novel and 

adaptive methodologies have emerged, which offer the 

potential to utilize Artificial Intelligence (AI) and 

machine learning (ML) techniques. 

Fraud Detection with AI AI-enabled Anomaly 

Detection and Real-time Analytics They can analyze 

large amounts of data over time, recognize outliers and 

anomalies, and detect abnormal behaviors with more 

accuracy and speed than legacy processes. 

Furthermore, the integration of these technologies 

with real-time streaming analytics allows for the 

ongoing monitoring of claims data, providing a more 

adaptive method of detecting fraud that responds to 

emerging threats on-the-fly [2]. This article discusses 

how AI and real time analytics are incorporated into 

the ClaimCenter Platform, an extremely widely used 

claims management software solution in Insurance. By 

augmenting ClaimCenter with AI-based anomaly 

detection, insurers can ask the system to proactively 
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look for possible signs of fraud at the time a claim is 

filed and reduce potential damages. 

One of the better technologies for fraud detection is 

the Graph databases. These databases, e.g. Neo4j, give 

an opportunity for a more nuanced exploration of 

relations within claims data. Graph databases help 

insurers uncover hidden connections that may not be 

readily apparent through the use of traditional 

relational databases, by mapping relationships 

between different actors—such as insureds, 

beneficiaries, and outside third-party entities. For 

instance, when viewed in the context of a broader 

network of claims, people, and entities, a credible-

looking claim can expose fraudulent patterns [3]. The 

relational analysis is important to recognize joint fraud 

schemes, in which two or more parties use collusive 

practices to defraud the system. 

 

Fig 1: Prevent Fraud with Behavioral Biometrics. 

Prevention fraud with behavioral biometrics is also 

depicted in the diagram in figure 1. And it has caught 

on for fraud prevention, adding a layer of 

authentication that is hard for fraudsters to reproduce. 

Behavioral biometrics assesses where, when, and how 

users interact with digital systems—including 

keystroke dynamics, mouse movements, and usage 

patterns associated with individual devices—and 

builds a tamer behavioral profile on each and every 

user. The continuous running authentication process 

makes it harder for fraudsters to hurt genuine passive 

users, which provides another layer of protection in 

the claims process. This is where behavioral 

biometrics can be beneficial; implementing them in 

fraud detection systems, in fact, enables insurers to 

monitor user behavior increasingly thus getting 

alarmed when behavioral patterns deviate from the 

norm [4]. 

Besides these technologies, real-time streaming 

analytics is used to combat fraud by allowing the 

processing of claims data in real-time at any moment. 

Tools like Apache Flink and Apache Spark help 

insurers analyze a significant volume of data as it is 

generated, providing them with instantaneous 

information about potentially fraudulent activity. Lots 

of traditional fraud detection methods use batch 

processing, which makes it harder to spot false claims 

in time. Real-time analytics, on the other hand, enables 

fraud to be detected as it occurs, providing the 

opportunity to investigate and respond right away. 

This allows for execution in the modern insurance 

landscape, where fraud can happen anywhere and at 

any time [5] 

This paper attempts to understand how these advanced 

technologies could be mapped to the obstacles in the 

path of anti-fraud solutions within the ClaimCenter 

repository of historical claims associated with 
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Insurance companies. Together, AI-powered anomaly 

detection, graph databases, and behavioral biometrics 

integration, with real-time streaming analytics can 

help insurers achieve a more powerful and pro-active 

solution in identifying, preventing, and mitigating 

against fraudulent claims. The subsequent sections of 

this paper will offer a deep dive into these 

technologies, their applications, and capacity to 

revolutionize the fraud detection landscape. 

Enhancing Rule-Based Systems with AI-Driven 

Anomaly Detection 

Fraud detection in insurance claims has historically 

been rule-based. To mitigate this, fraud systems are 

typically built on rules and patterns which are created 

by fraud analysts. Although these systems can catch 

simple instances of fraud, they often struggle to 

identify complex or novel fraud schemes, especially 

when fraudsters exploit, circumvent, or conduct 

transactions that are not covered by the set of rules. 

This is where AI-powered anomaly detection makes a 

huge difference. 

Machine learning (ML) algorithms like decision trees, 

neural networks, and ensemble methods can learn 

from large volumes of historical claims data. Having 

access to historical data of past claim submissions, 

these algorithms detect patterns that are often present 

in the case of fraudulent activities, even in instances 

where the fraud occurs without adhering to clear 

criteria. Srinivasa Subramanyam Katreddy. (2022).  AI 

based fraud detection offers an edge in this regard 

since it learns and improves overtime with the increase 

in data fed through the system which may lead to 

improved accuracy and reliability. In contrast to rule-

based systems, AI models can detect patterns of fraud 

that were unknown beforehand (i.e., they are dynamic 

and scalable with respect to the detection of new fraud 

patterns due to their adaptive nature) [6]. 

For example, an AI-powered anomaly detection 

system can take into account the characteristics of a 

claim, like when you made it, your profile, and what 

type of treatment you requested, and find out how 

these characteristics fare against a large dataset of 

good claims. Once a deviation or anomaly from the 

expected pattern is identified by the system can flag 

the claim for further review. This AI model improves 

itself by learning from the mistakes that it makes and 

the successes it has finding this fraudulent activity and 

therefore learns to detect more subtle fraudulent 

behavior over time [7]. This capability to identify 

new patterns of fraud is crucial as fraudsters 

continuously adapt their strategies to go unnoticed. 

Srinivasa Subramanyam Katreddy. (2024). 

Graph Databases for Fraud Detection 

The significant limitation of conventional relational 

databases with fraud detection is that they are 

inadequate in representing and model the relationship 

among different entities. Fraud schemes usually 

include parties working in unison — policyholders, 

third-party service providers and even health 

professionals among them — creating complex 

networks that are hard for simple tables of data to 

crack. Graph Databases like Neo4j are optimized for 

such data and provide more meaningful insights into 

relationships between entities. 

Graph databases store data as nodes and edges; nodes 

are entities (for instance, individuals, organizations, 

claims), and edges describe relationships between 

nodes (e.g., claims filed by a policy holder, healthcare 

providers affiliated with a policy holder). Mapping out 

these relationships through a graph database can 

reveal fraud patterns that otherwise would not be as 

obvious. For example, an instance of providing a 

fraudulent claim may be detected by studying the 

interrelationship between different claims, identifying 

trends of repeated claims on behalf of the same 

provider or policyholder, and recognizing common 

attributes between individuals associated with 

multiple fraudulent claims [8] Srinivasa 

Subramanyam Katreddy. (2024). 

Graph analytics can effectively detect collusive fraud, 

where individuals collude to submit fraudulent claims 

as a group. Graph databases allow insurers to 

visualize and analyze a web of relationships between 

individuals seeking compensation, detect potential 

fraud rings, and evaluate risk for new claims based on 

patterns from historical fraudulent behaviors. 



 

Economic Sciences 
https://economic-sciences.com  

ES (2025) 21(1), 860-871| ISSN:1505-4683 

 
 

 

863 

 

Preventing complex fraud schemes that rule-based 

systems may fail to identify is where the power to 

uncover hidden connections come to play. Srinivas 

Gadam. (2024). 

Furthermore, graph databases can be used to analyze 

the impact of external factors such as fraudsters who 

manipulate multiple claims through coordination. By 

examining the network of relationships, insurers can 

pinpoint potentially suspicious behavior in real-time, 

allowing them to take proactive steps to prevent 

financial losses [9]. 

2. LITEARATURE REVIEW 

AI, machine learning, and real-time analytics have 

attracted a lot of interest in recent years for 

implementation in fraud detection systems. As these 

schemes have developed, the higher demand for more 

advanced techniques that can respond to an evolving 

variety of sophisticated schemes is rapidly growing. 

This literature review discusses these advancements in 

the realm of fraud detection, with a focus on the 

adoption of AI-based anomaly detection, graph 

databases, behavior-based biometrics, and real-time 

streaming analytics. 

Behavioral Biometrics in Fraud Prevention 

Behavioral biometrics also allows for identifying 

fraudulent behaviors throughout the claims process, 

along with data analysis and pattern recognition. 

Unlike traditional biometrics that utilize physical traits 

like fingerprints or retina scans, behavioral biometrics 

uses the distinctive behavioral characteristics of an 

individual interacting with a device or system. These 

attributes include but are not limited to typing velocity, 

mouse motion, touch gestures, and how someone 

moves around a website or mobile application. 

Srinivas Gadam. (2024). 

Behavioral biometrics creates a user profile based on 

a user’s regular behavior to monitor and authenticate 

a user throughout their session. If you start typing at a 

different pace, for example, or if your mouse 

movements don’t match your behavioral profile, it can 

be categorized as suspicious, prompting additional 

authentication steps. Such a continuous 

authentication process can provide an extra layer of 

security making it more difficult for fraudsters to 

impersonate users [10]. 

If the method of a claim, such as the time of day or 

the device used, differs from previous behavioral 

defector, the system could trigger a real-time alert for 

fraud investigators. By monitoring for abnormal 

behavior, ingenious detection alternative to AI and 

machine learning techniques helps to mitigate new 

hybrid fraud schemes. 

Real-Time Streaming Analytics for Continuous 

Monitoring 

Another critical technology that accelerates fraud 

detection capabilities is real-time streaming analytics. 

Sample approach: Traditional fraud detection systems 

are batch-processing based, where claims data reaches 

the model in intervals causing a lag in detection of 

fraudulent claims. On the other hand, real-time 

streaming analytics processes data continuously, 

enabling insurers to identify fraud as it happens and 

act on it right away. Srinivas Gadam. (2024). 

Technologies like Apache Flink and Apache Spark are 

built specifically for processing and analyzing data in 

real-time. Capable of processing massive amounts of 

data at high speed, these platforms allow insurers to 

analyze claims data as it is generated, instead of only 

during periodic updates. Anomalies, deviations, or 

suspicious activities in the data can be detected within 

milliseconds using real-time streaming analytics with 

low latency compared to batch processing, which 

enables fraud detection at scale [11]. 

Integrating real-time analytics, AI-based anomaly 

detection and graph databases allow the insurers to not 

only detect fraudulent claims faster but also optimize 

the entire claims’ processing. This real-time 

capability prevents crooks from taking advantage of 

any detection lag and helps insurers respond swiftly to 

minimize losses. 

AI and Machine Learning in Fraud Detection 

Detection of Fraud with Artificial Intelligence: 

Artificial Intelligence and machine learning systems 
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have transformed fraud detection systems by making 

it possible to identify irregularities and trends that 

were not realized with more conventional methods. In 

fact, recent research shows AI based anomaly 

detection significantly increases the precision and 

efficiency of fraud detection. In [12] they utilized 

SVM, Decision Trees and Neural Networks based 

Solomoneme mechanisms for detection of insurance 

thieves. Their research, they found that these 

algorithms outperformed traditional rule-based 

models, particularly with large and complex datasets. 

AI frameworks can also learn about patterns of fraud 

over a time period, allowing them to spot fraudulent 

activities they have not previously encountered [13]. 

In a separate study Gupta et al. The application of AI 

on historical claims data to detect deviations from 

expected behavior was demonstrated in [14]. They 

created an ensemble model that used the outputs from 

several machine learning algorithms to enhance the 

fraud detection system’s ability to identify fraud with 

greater accuracy. According to the authors, AI models 

greatly boost the number of true positives and keep 

true fraud detection rates high. 

Graph Databases for Detecting Fraud Rings 

Fraudistics: the art of fraud detection and prevention 

has found its vital technique in graph databases. These 

databases adapt very well when evidence mapping 

revealing associations between different entities like 

claimants, third-party providers, and policyholders is 

needed. In [15] investigated the application of Neo4j, 

a widely used graph database, in analyzing 

relationships between claims and discovering potential 

rings of fraud. Through their research, they discovered 

that using graph databases to map relationships 

among policyholders, service providers and claimants 

allowed them to identify hidden connections that 

revealed patterns of fraud not visible through 

traditional relational databases. 

A similar study, emphasized the benefits of graph 

databases for financial fraud detection because 

detecting fraud needed to analyze high transaction 

volumes [16]. They discovered that by using graph 

databases, the relationships between the data were 

much more complex, which gave them a better 

understanding of the fraud patterns. This ultimately 

improved the accuracy of fraud detection. 

Behavioral Biometrics and Continuous 

Authentication 

Fraud prevention systems are increasingly adopting 

behavioral biometrics as a second line of defense. 

Behavioral Biometrics Instead of using standard 

authentication techniques, digital biometrics assesses 

each user’s interactions with the system — including 

typing speeds and mouse-movements. As case 

mentioned by Malin and Cooper [17], behavioral 

biometrics allow for implementing methods which are 

non-intrusive to the user and does not affect process of 

claims since every action will be generating a 

behavioral profile of a given user which is a suit of 

their behavior and entire process can be done in a 

positive to the user - continuous authentication. 

Their research showed that behavioral biometrics, 

when coupled with AI-powered fraud detection 

systems enabled insurers to better detect fraud by 

recognizing suspicious activity as it happens. If, for 

instance, a claimant suddenly wrote with a different 

keystroke pattern or started using an unfamiliar 

device, the system could flag the claim as suspicious 

and prompt an investigation. 

In a study in [18], the researchers evaluated behavioral 

biometrics for financial transactions and concluded 

that users' behaviors were very stable over time, 

making it hard for fraudsters to impersonate users. 

This independence enables seamless authentication 

that greatly increases the accuracy of fraud detection 

systems. 

3. METHODOLOGY
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This section outlines the methodology used for 

integrating ClaimCenter’s historical claims data with 

advanced technologies like AI-driven anomaly 

detection, graph databases, behavioral biometrics, and 

real-time streaming analytics to detect and prevent 

fraudulent claims. The methodology consists of three 

main components: data collection and preprocessing, 

fraud detection model development, and evaluation of 

fraud detection performance. 

Data Collection and Preprocessing 

For the fraud detection process, historical claims data 

from ClaimCenter was used. The dataset includes 

various attributes of insurance claims, such as: 

• Claim ID 

• Policyholder details (e.g., name, age, gender) 

• Claim type (e.g., health, auto, property) 

• Amount claimed 

• Date and time of claim submission 

• Claimant’s historical claims record 

• Third-party information (e.g., healthcare 

provider, service provider) 

The dataset also includes known instances of fraud, 

which are marked as labels (fraud or non-fraud). The 

total dataset contains N records, where each record 

represents a claim submission. The dataset is divided 

into two parts: one for training the model and another 

for validation and testing. 

Before applying any machine learning or analytical 

techniques, preprocessing steps such as data cleaning, 

feature selection, and normalization are applied: 

• Data Cleaning: Missing or inconsistent values are 

addressed by imputation or removal. 

• Feature Engineering: Relevant features, such as 

the frequency of claims by the policyholder or the 

claim amount compared to historical data, are 

created. 

• Normalization: Features are scaled to a uniform 

range (e.g., 0 to 1) to ensure that all inputs have 

equal weight during model training. 

Fraud Detection Model Development 

The detection of fraudulent claims is based on a 

combination of AI-driven anomaly detection, graph 

database analysis, and behavioral biometrics. These 

are applied in sequence, forming a multi-layered fraud 

detection model. 

AI-Driven Anomaly Detection 

The first layer of detection is based on anomaly 

detection using machine learning algorithms, where a 

model is trained to recognize typical claim patterns. 

The model learns from the historical data, detecting 

claims that deviate significantly from normal behavior. 

Common machine learning models used for anomaly 

detection include decision trees, support vector 

machines (SVM), and deep neural networks. 

The basic equation for anomaly detection is: 

(1) 

Where: 

• x is the feature vector of a claim 

• μ is the mean of the feature values from the 

training data 

• σ is the standard deviation of the feature values 

Claims with an anomaly score above a certain 

threshold (set during model training) are flagged as 

potentially fraudulent. 

Graph Database Analysis 

Graph databases are employed to model and analyze 

the relationships between various entities involved in 

the claims process. Each entity, such as policyholders, 

service providers, and claims, is represented as a node, 

with relationships (edges) connecting them. The main 

objective is to detect fraud rings and collusion between 

various actors in the fraud network. 
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The relationships between entities can be modeled 

using the graph theory equation for the degree of 

centrality Cv, which measures how central a node 

(e.g., policyholder or service provider) is in the graph: 

(2) 

Where: 

• Cv is the centrality score of node v, 

• dv is the degree of node v (the number of direct 

connections), 

• N(v) represents the set of neighbors (entities 

connected to v). 

Entities with high centrality scores may indicate 

involvement in fraudulent activities, especially if they 

are connected to multiple claims or service providers 

with similar fraudulent patterns. 

Behavioral Biometrics 

Behavioral biometrics adds an additional layer of 

protection by continuously authenticating users based 

on their behavioral patterns. For example, the system 

may track the typing speed, mouse movements, or the 

overall navigation pattern of the user during the claim 

submission process. Behavioral biometrics is used to 

identify deviations from the usual behavior of 

legitimate claimants. 

Let the behavior of an individual during a claim 

submission be represented by a feature vector: 

(3) 

Real-Time Streaming Analytics 

The fourth layer of fraud detection involves 

continuous monitoring of claims using real-time 

streaming analytics. Claims data is processed in real-

time, allowing for the immediate detection of 

fraudulent patterns. Platforms such as Apache Flink or 

Apache Spark are used for stream processing. The 

fraud detection model is applied to each new claim as 

it arrives, updating the system with the latest fraud 

patterns. 

The equation for real-time analytics processing 

involves calculating the real-time anomaly score A(t) 

for each incoming claim: 

(4) 

Where: 

• x(t) is the feature vector of the claim at time t, 

• μ(t) is the real-time mean of the features from the 

past n claims, 

• σ(t) is the real-time standard deviation of the 

features from the past n claims. 

A claim with an anomaly score exceeding a predefined 

threshold is flagged as suspicious, and the 

corresponding investigation is triggered in real time. 

Model Evaluation 

The performance of the fraud detection model is 

evaluated using the following metrics: 

• Precision: Measures the proportion of true 

positive fraud detections out of all detections. 

(5) 

Recall: Measures the proportion of actual fraud cases 

detected out of all actual fraud cases. 

(6) 

Where: 

• TP is the number of true positives (fraud correctly 

detected), 

• FP is the number of false positives (legitimate 

claims flagged as fraud), 
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• FN is the number of false negatives (fraud cases 

missed by the system). 

• F1-Score: The harmonic mean of precision and 

recall, providing a balanced measure of the 

model’s performance. 

(7) 

System Implementation 

This paper proposes an end-to-end fraud detection 

approach using hybrid architecture that integrates for 

anomaly detection and large-scale relationship 

analysis, graph databases for detecting complex and 

non-linear relationship patterns in transactions, 

behavioral biometrics for continuous authentication, 

and real-time streaming analytics for continuous 

monitoring of transaction streams. The fraud 

detection system works in real-time, constantly 

receiving data on incoming claims and processing this 

data to update the fraud detection model when new 

data is received. 

4. RESULTS AND DISCUSSION 

This section discusses the outcomes of the fraud 

detection pipeline built using ClaimCenter historical 

claims data and techniques such as AI-Driven anomaly 

detection, graph databases, behavioral biometrics, 

real-time streaming analytics, etc. After training, the 

system performance is measured through some 

metrics and the results are represented through graphs 

showing how good each method works at fraud 

detection. 

 

Fig 2: Fraud Detection Accuracy (Precision vs. Recall) 

This figure 2 shows the relationship between precision and recall for the AI-driven anomaly detection model. Precision 

represents the proportion of true positives (fraud cases correctly identified) out of all detected frauds, while recall 

measures the proportion of actual fraud cases identified by the system. 
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Fig 3. Fraud Detection Rate by Algorithm 

This figure 3 compares the fraud detection rate of various machine learning algorithms used in the AI-driven anomaly 

detection model, including decision trees, support vector machines (SVM), and deep neural networks (DNN).  

 

Fig 4. Graph Database: Centrality Scores for Fraud Detection 

This figure 4 displays the centrality scores of nodes in the graph database, where each node represents an entity (e.g., 

policyholder or service provider). The centrality score indicates how connected an entity is to others, which is used to 

identify potential fraud rings. 

 

Fig 5. Real-Time Anomaly Detection in Claims (Anomaly Score Distribution) 
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This figure 5 represents the distribution of anomaly scores for incoming claims in real-time. The anomaly scores are 

calculated as deviations from the expected patterns of legitimate claims. 

 

Fig 6. Behavioral Biometrics: Cosine Similarity Between Real-Time and Historical Behavior 

This figure 6 plots the cosine similarity between real-

time behavioral features (e.g., typing speed, mouse 

movement) and the historical profile of the claimant 

for each claim submitted. 

CONCLUSION 

This paper discussed the combination of various 

advanced technologies of AI based anomaly detection, 

graph-based technologies, behavioral biometrics and 

real-time streaming analytics to improve fraud 

detection and prevention in insurance. The findings 

show that using these technologies in tandem enhances 

the accuracy and speed with which fraudulent claims 

can be identified. Deep neural networks excel at 

detecting complex, subtle patterns of fraud – many of 

which rule-based systems will be blind to; and graph 

databases offer powerful insights to expose intricate 

relationships and collusive fraud. Behavioral 

biometrics provides an extra layer of security by 

constantly validating users as they interact with 

phones and computers, based on their individual 

behavioral trends, making it more difficult for 

fraudsters to impersonate legitimate claimants. Real-

time streaming analytics delivers timely fraud 

detection in real time, enabling quick action that can 

lessen the amount lost. In summary, the hybrid model 

outlined in this paper presents a strong, real-time, 

scalable tool to address the increasing challenge of 

fraud in insurance, enhancing operational agility and 

mitigating fraudulent risk. With continued 

development and improvement, the use of these 

technologies will further advance the capabilities of 

fraud prevention systems moving forward. 
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